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Abstract Nowadays, supercritical fluid technology (SFT) has been an interesting scientific subject

in disparate industrial-based activities such as drug delivery, chromatography, and purification. In

this technology, solubility plays an incontrovertible role. Therefore, achieving more knowledge

about the development of promising numerical/computational methods of solubility prediction to

validate the experimental data may be advantageous for increasing the quality of research and

therefore, the efficacy of novel drugs. Decitabine with the chemical formula C8H12N4O4 is a

chemotherapeutic agent applied for the treatment of disparate bone-marrow-related malignancies

such as acute myeloid leukemia (AML) by preventing DNA methyltransferase and activation of
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Table 1 Characteristics of Loxopr

Structure
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silent genes. This study aims to predict the optimum value of decitabine solubility in CO2SCF by

employing different machine learning-based mathematical models. In this investigation, we used

AdaBoost (Adaptive Boosting) to boost three base models including Linear Regression (LR), Deci-

sion Tree (DT), and GRNN. We used a dataset that has 32 sample points to make solubility mod-

els. One of the two input features is P (bar) and the other is T (k). ADA-DT (Adaboost Algorithm-

Decision Tree), ADA-LR (Adaboost Algorithm-Linear Regresion), and ADA-GRNN (Generative

Regression Neural Network) models showed MAE of 6.54 � 10�5, 4.66 � 10�5, and 8.35 � 10�5,

respectively. Also, in terms of R-squared score, these models have 0.986, 0.983, and 0.911 scores,

respectively. ADA-LR was selected as the primary model according to numerical and visual anal-

ysis. Finally, the optimal values are (P = 400 bar, T = 3.38 K � 102, Y = 1.064 � 10�3 mol frac-

tion) using this model.

� 2022 The Author(s). Published by Elsevier B.V. on behalf of King Saud University. This is an open

access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
1. Introduction

Over the last twenty years, research, and developments (R&D) sections

of modern pharmaceutical companies are putting numerous endeavors

to discover novel therapeutic methodologies to modify the drug perfor-

mance for the treatment of fatal and life-threatening diseases

(Tabernero et al., 2016; Yadav and Dewangan, 2021). Decitabine

(Dacogen�) is known a commonly-used chemotherapeutic drug,

which has an indication for the treatment of myelodysplastic syn-

dromes acute myeloid leukemia (AML). This cytidine analog can slow

the growth of cancerous cells by inhibiting the nucleic acid synthesis

(National Center for Biotechnology Information, 2022). Ball-stick

molecular structure following with other physicochemical properties

of this drug is presented in Table 1.

Supercritical fluid technology (SCFT) has recently been identified

as an attractive procedure for momentous industrial-based activities

including reaction, purification, nanoparticles manufacturing and drug

delivery because of its noteworthy benefits like very low detrimental

effect on ecosystem, negligible toxicity and superior quality of the final

products. Considering the abovementioned advantages, supercritical

fluids (SCFs) are being extensively applied as a trustworthy alternative

for many poisonous and eco-harmful solvents (Kankala et al., 2017;

Tran and Park, 2021).

A SCF belongs to a novel class of fluid with the temperature and

pressure greater than the critical point, where no recognizable differ-

ence between liquid and vapor phases exists. To put the issue into per-

spective view, in SCFs, no distinguishable boundary is present between

vapor and liquid phases (McHugh and Krukonis, 2013; Erkey, 2011).

Due to demonstrating the properties of both liquid and vapor, SCFs

possess great ability to conveniently dissolve different substances. In

comparison with disparate types of SCFs, CO2 has more popularity

of application owing to its mild critical points, ease of use, linear struc-

ture and nonexplosive characteristics (Behjati Rad et al., 2019; Sabet

et al., 2012).
ofen (National Center for Biotec

Formulation CAS

C8H12N4O4 2353–
In a SCF system, the solubility of a material (as the capability of

extraction at disparate temperature and pressure) plays a significant

role in enhancing the acceleration of an extraction process at the initial

levels and decreasing the duration of the process. Due to the incontro-

vertible effect of solubility on SFT processes, various mathematical/-

computational procedures like molecular simulation, artificial

intelligence (AI) and equation of state-based approaches have been

employed to estimate the solubility of different substances (i.e., drugs)

in SCFs (Hossain et al., 2019; Coimbra et al., 2006; Bitencourt et al.,

2016). Nowadays, AI technique has shown its potential of application

in different fields of study such as chemical reaction, drug delivery, sep-

aration, and heated pipe (Zhu et al., 2021; Öztürk et al., 2018; Staszak,

2020; Wang et al., 2021).

AI approaches that allow machines to learn from data without hav-

ing to be explicitly programmed are known as machine learning (ML).

meta-programs that interpret experimental data and apply that to

modify procedures are the objective of machine learning (El Naqa

and Murphy, 2015; Wang et al., 2016). It is possible to use data-

driven ML technology instead of traditional modeling methodologies

to tackle with the complex, non-linear, and unpredictable substances

of biodiesel process (Aghbashlo et al., 2021; Gupta et al., 2021).

Boosting is a category of ensemble method can integrate the results

of numerous weak predictors to produce a robust predictor. Then,

boosting employs a sequential logic to employ weak estimators, which

means that the outcome of each weak estimator influences the next

estimator. Especially AdaBoost (Freund and Schapire, 1997) is a rep-

resentative boosting learning algorithm can obtain weak classifiers

progressively using reweighted training data. This study used three

base models (weak estimators) and boosted them through Adaboost

approaches. These models include Linear Regression (LR), Decision

Tree (DT), and GRNN.

The reaction of the output parameters to input parameters is mod-

eled using linear regression. This relationship is mostly concerned with

figuring out how input variables affect output variables.
hnology Information, 2022; Wikipedia Contributors., 2022).

number Molecular weight Route of administration

33-5 228.208 g.mol�1 Intravenous

http://creativecommons.org/licenses/by/4.0/
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Data can be segmented using basic criteria to generate an empirical

tree in decision tree modeling. Repetitive splitting generates a set of

rules that can be used to make predictions. Classification and regres-

sion trees (CART), C5.0, C4.5, and Chi-squared automatic interaction

detection (CHAID) are among the most used tree approaches. It is

possible to use C4.5 with a nominal target and inputs that are either

nominal or interval (Rokach and Maimon, 2007; Song and Ying,

2015).

Regression function simulation problems may be modelled by

using GRNN, which is an RBF-based neural network that simulates

dependent variables using a probabilistic framework. It overcomes

the problem of local minima that other neural networks have because

of its probabilistic construction (Caloiero et al., 2022).

2. Experimental apparatus

Comparison of developed models’ outcomes with experimental
data obtained by Pishnamazi et al. was done in this paper for
validating the results (Pishnamazi et al., 2021). In this paper,

determination of decitabine solubility in the CO2SCF was
obtained experimentally via a pressure–volume-temperature
(PVT) cell fabricated based on combining static approach with

gravimetric technique (Pishnamazi et al., 2021). Decitabine
solubility was achieved at wide ranges of pressures from 12
to 40 MPa and temperatures from 308 to 338 K. The
significant purpose of current study is focusing on the opti-

mization of solubility in various ranges of pressure and
temperature.

3. Data set

A dataset has been used with 32 sample points similar to
(Pishnamazi et al., 2021) to create solubility models. There

are two input features, Pressure and Temperature, and one
result feature, solubility. Table 2 displays the process parame-
ters and output.

4. Methodology

4.1. Base models

In different scopes of AI, trees are among the most essential

data structures. A decision tree (DT) is a ML method for ana-
lyzing data that is widely utilized. A decision tree can be used
to do either regression or classification problems. A basic deci-

sion tree is composed of internal nodes (can perform a query
on input data), edges (can return the outcome of the query
and send it to the one of child nodes), and terminal or leaf
nodes (can get decision on output) (Quinlan, 1996; Xu et al.,

2005).
Each dataset feature is treated as a node or hub in the DT,

with the root node. It has been started through a single node

then down the tree to meet the requirements and make better
decisions to demonstrate the efficiency of the tree approaches.
This strategy will be refined since a leaf node is found. The

terminal node could be the DT’s results (Kushwah et al.,
2021; Breiman et al., 2017; Mathuria, 2013). CART
(Breiman et al., 2017), CHAID (Quinlan, 1996), C4.5, and
C5.0 (Segal and Bloch, 1989) can be introduce as a comment

decision tree induction algorithms (Abdelbasset et al., 2022).
Linear regression is the other primary regression technique

employed in this work as a base model:
y ¼ b0 þ b1xþ e

The output, represented by y, is the model’s independent
variable, illustrated by � (Pombeiro et al., 2017; Kim et al.,

2020).Xn

k¼1
yk � y

�� �2 ¼ Xn

k¼1
yk � bykð Þ2 þ

Xn

k¼1
byk � y

�
k

� �2
Here, yk stands for the actual value k, y

�
k is the average of

yk, and k denotes the byk.
GRNN is a sort of brain network focused on RBF (radial

basis function). To display the reliant factors in a relapse work
recreation issue, RBF takes on a probabilistic construction. It
conquers the disservice of nearby minima that regular brain

networks experience because of its probabilistic design
(Caloiero et al., 2022).

The quantity of neurons in the information and result is

equivalent to the element of the information and result, sepa-
rately, in a three-layer brain network like a counterfeit brain
organization. In contrast to a counterfeit brain organization,

be that as it may, the amount of neurons in the center layer
is self-evident and equivalent to the quantity of noticed infor-
mation used to align the model (Araghinejad, 2013).

A normal (Gaussian) performance function is implemented

in the neural network’s middle layer, as shown below: (Helali
et al., 2022)

f Xr; tð Þ ¼ e� I tð Þ½ �2

I tð Þ ¼ Xr � Xtj jj j � 0:8326=h; t ¼ 1; 2; � � � ; n
Here, Xr � Xtj jj j is the Euclidean distance equation of an

actual-valued carrier of predictors Xrð Þ and the actual carrier

of estimator linked to the tth neuron Xtð Þ, and h is the spread
value that shows the spread of radial basis function and shows

the best value. Be that as it may, the spread ought to be chosen
by the client inside the scope of (h > 0), as more prominent
amounts lead to smoother work guess and lower sums lead

to close wellness. The normal spread esteem is 1.0.
The output of GRNNmodel Yrð Þ (estimated) for the carrier

of Xrð Þ is produced utilizing a kernel equation of the results
f Xr; tð Þ½ �: (Khaldi et al., 2015)

Yr ¼ 1Pn
t¼1f Xr; tð Þ

Xn

t¼1

f Xr; tð Þ � Tt½ �

4.2. AdaBoost

It is feasible to build an ensemble model by grouping together
multiple weak estimators to outperform a single estimator in

terms of performance. It was proposed by Freund and Scha-
pire (Freund and Schapire, 1997) as an ensemble procedure
to enhance the precision through modifying the sample weight
dispensation, which is implemented as the AdaBoost

algorithm.
This method became recently more popular due to of the

numerous applications it offers. This method, as the name sug-

gests, enhances the abilities of simple models to deal with more
complex circumstances. In order to address difficult problems,
there are two types of models: simple models and complex

models. As their structure is straightforward, simple models
offer high generalization properties, which is one of their main
draws. Due to a large bias inherent in their structure, they are

incapable of solving complex problems in the actual world.



Table 2 Process parameters and output.

No Pressure (bar) Temperature (K) Y (mole fraction)

1 120 3.08 � 102 5.04 � 10�5

2 120 3.18 � 102 4.51 � 10�5

3 120 3.28 � 102 3.69 � 10�5

4 120 3.38 � 102 2.84 � 10�5

5 160 3.08 � 102 8.23 � 10�5

6 160 3.18 � 102 9.37 � 10�5

7 160 3.28 � 102 9.11 � 10�5

8 160 3.38 � 102 7.79 � 10�5

9 200 3.08 � 102 1.18 � 10�4

10 200 3.18 � 102 1.55 � 10�4

11 200 3.28 � 102 1.77 � 10�4

12 200 3.38 � 102 2.05 � 10�4

13 240 3.08 � 102 1.37 � 10�4

14 240 3.18 � 102 1.87 � 10�4

15 240 3.28 � 102 2.82 � 10�4

16 240 3.38 � 102 3.71 � 10�4

17 280 3.08 � 102 1.76 � 10�4

18 280 3.18 � 102 2.40 � 10�4

19 280 3.28 � 102 3.42 � 10�4

20 280 3.38 � 102 4.90 � 10�4

21 320 3.08 � 102 1.97 � 10�4

22 320 3.18 � 102 2.69 � 10�4

23 320 3.28 � 102 4.27 � 10�4

24 320 3.38 � 102 7.15 � 10�4

25 360 3.08 � 102 2.18 � 10�4

26 360 3.18 � 102 3.40 � 10�4

27 360 3.28 � 102 5.60 � 10�4

28 360 3.38 � 102 8.74 � 10�4

29 400 3.08 � 102 2.83 � 10�4

30 400 3.18 � 102 5.06 � 10�4

31 400 3.28 � 102 7.88 � 10�4

32 400 3.38 � 102 1.07 � 10�3

Fig. 1 ADA-DT model: observed-predicted chart.

Fig. 2 ADA-LR model: observed-predicted chart.

Fig. 3 ADA-GRNN model: observed-predicted chart.
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Over-fitting or having a complex structure, on the other
hand, is more common in complicated models, and their appli-
cation in reality is more difficult because of this (Buitinck et al.,
1309). With these issues in mind, AdaBoost presents a solu-

tion: Using a weak predictor as a base model, another methods
are merged progressively to produce a robust process be able
to behave for complicated scenarios, as shown in this method

(Lemaı̂tre et al., 2017).

5. Results

We used MAE, RMSE, and R-squared to validate the perfor-
mance of regression models after modifying hyper-parameters
of models by running different combinations of them. The hor-

izontal spacing among any two continuous amounts, particu-
larly the formations of observed and expected outputs, may
be determined using the following equation, the Mean Abso-
lute Error (MAE) (Botchkarev, 2018).

MAE ¼ 1
n

Pn
i¼1jby � yij

In this equation, n refers to the quantity of dataset and yi
stands for the actual observed value, and by is also the esti-
mated values.



Table 3 Out puts.

Models MAE RMSE R-Squared

ADA-DT 6.54 � 10�5 9.41 � 10�5 0.986

ADA-LR 4.66 � 10�5 8.88 � 10�5 0.983

ADA-GRNN 8.35 � 10�5 1.01 � 10�4 0.911

Fig. 4 3D illustration of inputs/outputs (ADA-LR Model).

Fig. 5 Tendency of variable P.

Fig. 6 Tendency of variable T.

Table 4 Optimized process parameters.

P (bar) T (K) Solubility (Y)

400 3.38 � 102 1.064 � 10�3

Solubility enhancement of decitabine as anticancer drug via green chemistry solvent 5
The Root Mean Squared Error (RMSE) was the second
examination pointer utilized (RMSE). A dataset’s standard
deviation is determined utilizing the normal qualities and

noticed values given by this situation.

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

i¼1

byi � yið Þ2
n

s

the R2-Score (Botchkarev, 2018):

R2 ¼ 1�
P

i yi � byið Þ2P
i yi � lð Þ2

l refers the average of the real observed data (Botchkarev,
2018). Figs. 1, 2 and 3 schematically compare the experimental

results (actual results) with the results achieved from ADA-
DT, ADA-LR and ADA-GRNN predictive models. In these
figures, black dots are the indicator of train and red dots are

the indicator of test, respectively. Additionally, green line illus-
trates the actual values. Comparison of the obtained MAE,
RMSE and R-squared values of three developed models based

on Table 3 implies that the ADA-LR model is the most accu-
rate model with better generality.

The solubilizing strength of SCFs profoundly depends on
the pressure and temperature values. Near the critical point,

variation of temperature and pressure may have great influ-
ence on the solubilizing power of SCFs. Fig. 4 shows the 3D
scheme based on the ADA+ LR computational model to

simultaneously investigate the influence of pressure and tem-
perature as input variables on the solubility amount of decita-
bine in SCCO2. Moreover, the influence of pressure and

temperature as individual input parameters on the solubility
of decitabine is presented by Figs. 5 and 6, respectively. As
mentioned before, through enhancing the pressure, the solubil-
ity of decitabine in SCCO2 solvent due to molecular compres-

sion and consequently increasing the density amount of
solvent. Fig. 6 shows that enhancing in the pressure value from
110 to 400 bar significantly improved the solubility of decita-

bine from about 0.00003 to 0.00068. About temperature, there
is a trade-off between two competing parameters with different
impacts. It means that enhance in temperature causes the

enhancement of sublimation pressure (SP) and deterioration
of solvent density (SD), simultaneously. Therefore, the
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analysis of these two parameters for determining the encourag-
ing or unfavorable effect of temperature on decitabine solubil-
ity is of great importance. At pressures superior to the cross-

over pressure (CP), by increasing the temperature, the amount
of SP increases while there is a great reduction in the value of
SD. At these pressures, the influence of SP increment is more

than the negative impact of SD reduction and thus, increase
in the temperature causes improving the solubility of decita-
bine in SCCO2 solvent. By dropping the pressure lower than

the CP, the negative impact of SD reduction dominates the
positive effect of SP improvement and therefore, by increasing
the temperature the solubility of decitabine reduces substan-
tially. The optimized value of decitabine solubility and its cor-

responding pressure and temperature are presented in Table 4.

6. Conclusion

Great advantages of CO2SCF like mild critical points, simplicity of

application, linear structure and nonexplosive characteristics has made

this solvent more attractive than toxic organic solvents in industrial

activities. Despite the indisputable role of experimental investigations

on the achievement of various drugs’ solubility, the existence of long

operational duration and high cost has motivated the researchers to

employ efficient and precise mathematical models based on artificial

intelligence (AI) to predict this parameter. In this study, we used Ada-

Boost (Adaptive Boosting) to improve three baseline models: Linear

Regression (LR), Decision Tree (DT), and GRNN. To create solubility

models, we used a dataset with 32 sample points. P (bar) is one of the

two input features, while T is the other (k). MAE values for the ADA-

DT, ADA-LR, and ADA-GRNN models were 6.54 � 10�5,

4.66 � 10�5, and 8.35 � 10�5, respectively. These models also had R-

squared scores of 0.986, 0.983, and 0.911. Based on numerical and

visual examination, the ADA-LR model was chosen as the major

model. Finally, using this model, the ideal parameters are (P = 400,

T = 3.38 � 102, Y = 1.064 � 10�3).
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